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CASCADE EQUAL-WEIGHT CODES AND MAXIMAL PACKINGS

V. A. ZINOVIEV

(Received April 30, 1982)

The general method of construction of equal-weight codes with given weight and minimal distance is presented. The power of such code differs from upper Johnson bound only by the multiplicative constant which does not depend on the length of the code. This constant tends to unity when some conditions between the weight and distance are valid.

1. Introduction

Denote by \( A(n, d, w) \), \( d = 2\delta \), the maximal possible power of binary equal-weight code of length \( n \), Hamming distance \( d \) and weight of the code words \( w \). This value is studied also in combinatorics under the name maximal packing \( m(n, w, k) \), \( 1 \leq k \leq w \leq n \) \([1–5]\). Define this value. Let \( E^n \) be the set of all the binary vectors of length \( n \) and \( E^n_k \) be the subset of \( E^n \) containing all such vectors of weight \( w \). Say that the vector \( x = (x_1, \ldots, x_n) \), \( x \in E^n_k \), covers the vector \( y = (y_1, \ldots, y_n) \), \( y \in E^n_k \), \( k \leq w \), if the equality \( x_i - y_i = y_i \) is valid for all \( i = 1, \ldots, n \). Define

\[
m(n, w, k) = \max \{|V| : V \subseteq E^n_k\}
\]

and any vector \( y, y \in E^n_k \), is covered at most by one vector \( x, x \in V \). The problem consists in studying of the value \( m(n, w, k) \) as a function of parameters \( n, w, k \).

Firstly, let us note (it is known rather well) that the following equality is valid

\[
m(n, w, k) = A(n, 2(w - k + 1), w) \quad (1.1)
\]

It is necessary to note that in combinatorics this value is studied mainly for fixed (or slowly growing) parameters \( w \) and \( k \) and for growing \( n \), but in the coding theory (see, for example, references in [6]) this value is considered mainly for the cases, when \( w \) and \( k \) depend linearly on \( n \), when \( n \) grows to infinity. Nevertheless, the known results of error correcting codes allow us to obtain bounds for the value \( m(n, w, k) \) for fixed \( w \) and \( k \) which had been shown in \([5]\).

From the well-known Johnson upper bound \([7]\)

\[
m(n, w, k) \leq \binom{n}{k} / \binom{w}{k} \quad (1.2)
\]
Let us define

$$\mu(n, w, k) = m(n, w, k) \frac{w}{k} \left(\frac{n}{k}\right).$$

Erdős and Hanani [1] suggested that for fixed $w$ and $k$

$$\lim_{n \to \infty} \mu(n, w, k) = 1$$

and they proved it for the case $k = 2$ and all $w$ and for the case $k = 3$ and $w = q$ or $w = q + 1$, where $q$ is a prime power. Kuzurin [3] proved this conjecture for the case when $k = w - 1$. Furthermore, he proved it not only for fixed $w$ but for $w = 0(n)$ (he showed that in these cases usual limits also exist).

In [5] it was shown that

$$\lim_{n \to \infty} \mu(n, w, w - 2) = 1, \quad \text{when } w = 0(n)$$

and for $k \leq w - 3$ when $w - k$ is fixed

$$\lim_{n \to \infty} \mu(n, w, k) \geq 1/(w - k)!, \quad \text{when } w = 0(n). \quad (1.3)$$

In terms of codes the result obtained in [5] means: for length $n = 2^s - 1, s = 2, 3, \ldots$,

$$A(n, 2\delta, w) \geq \left(\frac{n}{w}\right) / (n + 1)^{\delta - 1}. \quad (1.4)$$

In [8], Graham and Sloane gave several constructions for equal-weight codes, using some mapping from $E^*_w$ to Galois fields GF$(q)$. In particular they proved, that if $q$ is a prime power such that $q \geq n$ then

$$A(n, 2\delta, w) \geq \left(\frac{n}{w}\right) / q^{\delta - 1}. \quad (1.5)$$

Note that bound (1.4) is coincident with (1.5) for the case $q = n + 1 = 2^s$ and they are good for the small $\delta$. It is possible to see from the following asymptotic expression of upper bound (1.2) and lower bounds (1.4) and (1.5) that, when $w$ is fixed and $n \to \infty$:

$$n^{w - \delta + 1} / w! \leq A(n, 2\delta, w) \leq n^{w - \delta + 1} (\delta - 1)! / w! . \quad (1.6)$$

We need also the result of Kuzurin [4]. Let $q = q(a)$ denote maximal prime power which is not more than $a$. From the number theory it is known [9] that for every $\varepsilon > 0$ it is possible to find $a_\varepsilon$ such as for any $a > a_\varepsilon$ the following inequality is valid:

$$|q(a) - a| \leq a^{7/12 + \varepsilon}.$$
Kuzurin proved the following result. Let \( w = w(n) \) and \( k = k(n) \) of positive integers have the properties:

1. \( w(n) \to \infty \), when \( n \to \infty \) and constant \( c, c > 7/12 \), exists such that for enough large \( n \) the following inequality is valid
   \[
   w^2 + n^2 - w^1 - c - (n - w) < 0;
   \]
2. \( k(n)/\sqrt{w(n)} \to 0 \) when \( n \to \infty \);
3. \( k(n)/(n/w(n))^{1-c} \to 0 \) when \( n \to \infty \).

Then

\[
\lim_{n \to \infty} m(n, w, k) w^k/n^k = 1. \quad (1.7)
\]

Let us emphasize that all lower bounds (1.4)–(1.6) and Kuzurin’s theorem are existence theorems stating that to construct corresponding codes it is necessary to make an overall choice over all possible vectors of \( E^n_w \).

The aim of this paper is to present a general and quite simple method of constructing of equal-weight codes with given weight and minimal distance. The power of such code differs from upper Johnson bound (1.2) only in a multiplicative constant, which does not depend from the length of the code. Unlike the codes satisfying lower bounds (1.4) and (1.5), this constant grows to unity when the weight of the code words grows and some conditions between length, weight and distance are valid. On the other side the codes and equivalent maximal packings obtained are good for some finite lengths. It is also essential that this method is constructive in such a sense that for the construction of code we have no overall choice in the set \( E^n_w \) and the complexity of the construction of the code is not more than \( c n^3 \) binary operations, where the constant \( c \) does not depend on \( n, w, \) and \( \delta \), and the binary operation is the arithmetic operation in GF(2). In particular, the result of Kuzurin mentioned above is obtained constructively.

The results of this paper have been partially published in [10] without proofs and presented at the International Symposium of Information Theory (Oberwolfach, FRG, 4–10 April, 1982). The author sincerely thanks V. I. Levenshtein and L. A. Bassalygo for their useful comments which helped much to improve the present paper.

2. The main construction

Theorem 1. Let \( q \) is a prime power such that \( q + 1 \geq w \). Then for any \( \delta, 1 \leq \delta \leq w \) and \( n = qw \)

\[
A(n, 2\delta, w) \geq (n/w)^{w-\delta+1}; \quad (2.1)
\]
bound (2.1) is better than bounds (1.4), (1.5) when \( \delta > 1/2 + w/\ln w \) and the complexity of the construction of such a code is not more than \( cn^2 \) binary operations, where \( c \) does not depend on \( n, w, \delta \).

**Proof.** Let \( w \) be given, \( \delta \) be any integer, \( 1 \leq \delta \leq w \), and \( q \) be prime power such that \( q + 1 \geq w \). Consider MDS code (see [6]) \( R \) over Galya field \( GF(q) \) with the following parameters: the length \( n' = w \), the number of information symbol \( k = w - \delta + 1 \), the code (Hamming) distance \( d' = n' - k + 1 = \delta \). The code \( R \) with parameters \( n', k, d' \) is denote by \( R = R(n', k, d') \). Now, construct the cascade constant weight code \([11]\) using the code \( R \) as outer code and the trivial constant weight code whose code words form the identity matrix \( I_q \) of order \( q \) as inner code. In other words, we perform the following transformation over all words of code \( R \). Denote by \( a_1, a_2, \ldots, a_q \) the elements of \( GF(q) \) ordered in some fixed manner. In the code word \((a_1, \ldots, a_w) \in R \) we replace each element \( a_i \) by the \( i \)-th row of matrix \( I_q \) (or by binary vector of length \( q \) and weight \( 1 \), where the unit is in the position with number \( i \)). It is clear that the resultant binary code (denote this code by \( C \)) has length \( n = n'q = qw \), each code word has weight \( w \), the distance between any two different words is not less then \( 2d' = 2\delta \) and the power of the code is equal \( q^w = q^{w-\delta+1} \). It corresponds to lower bound (2.1). Compare values (1.4), (1.5) and (2.1). We have

\[
\binom{n}{w} q^{\delta - 1} < n^{w-\delta+1}/w!,
\]

when \( w > 1 \). The condition

\[
(n/w)^{w-\delta+1} > n^{w-\delta+1}/w!
\]

is equivalent to

\[
w! > w^{w-\delta+1},
\]

and is valid, when \( \delta > 1/2 + w/\ln w \). The value of complexity of the construction follows immediately from [12]. According to our terms, this complexity is not more than \( cn^2 \). The theorem is proved.

**Theorem 2.** Let \( q = q_1 \cdots q_s \), where for each \( i, i = 1, \ldots, s \), \( q_i \) is a prime power such that \( q_i + 1 \geq w \). Then for every \( \delta, 1 \leq \delta \leq w \), and \( n = qw \), inequality (2.1) is valid.

**Proof.** Consider for each \( i, i = 1, \ldots, s \), the MDS code \( R_i = R_i(w, k, \delta) \), \( k = w + 1 - \delta \), over \( GF(q_i) \). Then the direct product of codes \( R_1, \ldots, R_s \) is MDS code \( R = R(w, k, \delta) \) over the alphabet of size \( q = q_1 \cdots q_s \), and further considerations are similar to the proof of theorem 1.

In terms of maximal packings, Theorems 1 and 2 can be formulated in the following manner. For any \( w \) and \( k \), \( 1 \leq k \leq w \), and for suitable \( n = qw \), where \( q \) satisfies the co
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\[ \mu(n, w, k) \geq \frac{w-1}{w} \cdot \frac{w-2}{w} \cdot \ldots \cdot \frac{w-k+1}{w}. \]  

(2.2)

In the next paragraph we shall get rid of the discreteness of bounds (2.1) and (2.2) on \( n \) and obtain lower bounds for \( A(n, 2\delta, w) \) and \( m(n, w, k) \) which conform to \( n \).

3. Modification of the main construction

In this paragraph, for given \( w \) let the number \( q \) satisfy the conditions of theorem 1 and \( k, \delta \) are any numbers, \( 1 \leq k, \delta \leq w, k + \delta = w + 1 \). The following simple lemmas yield the values similar to (2.1) for any length \( n \).

**Lemma 1.** Let \( n = qw + \gamma \). Then

\[ A(n, 2\delta, w) \geq \left( \frac{n}{w} \right)^k \left( 1 - \frac{\gamma}{n} \right)^k, \quad k = w + 1 - \delta. \]

(3.1)

**Proof.** For \( n' = qw \) let us construct a cascade constant weight code satisfying (2.1), using Theorem 1. Addition to this code \( \gamma \) zero positions gives the value (3.1).

**Lemma 2.** Let \( n = qw - \gamma \), where \( \gamma < k(q-1) \) and \( \gamma = kr + t \), where \( 0 \leq t < k \). Then

\[ A(n, 2\delta, w) \geq \left( \frac{n}{w} \right)^k \left( 1 + \frac{\gamma}{n} \right)^k \left( 1 - \frac{r}{q} \right)^{k-t} \left( 1 - \frac{r+1}{q} \right)^k. \]

(3.2)

**Proof.** Consider MDS code \( R = R(w, k, \delta) \) over GF(q). Let \( x_1, \ldots, x_q \) denote elements of GF(q). Fix the first \( k \) positions of the code \( R \). In the first \( k-t \) positions fix \( q-r \) elements \( x_1, \ldots, x_{q-r} \) and in the following \( t \) positions fix \( q-r-1 \) elements \( x_{q-r}, \ldots, x_q \). Form the new code (denote it by \( R(\gamma) \)) of the same length \( w \), take as code vectors all such words from \( R \) which have in the first \( k \) positions only the fixed elements. As any \( k \) positions of MDS code \( R(w, k, \delta) \) (see [6]) contain each vector of length \( k \) over GF(q) exactly once, the power of code \( R(\gamma) \) is equal to \((q-r)^k - (q-r-1)^k\).

Conversion of the code \( R(\gamma) \) into cascade constant weight code, using the proof of Theorem 1 (considering only that the first \( k \) positions of the code \( R(\gamma) \) have the alphabets of sizes \( q-r \) and \( q-r-1 \), gives value (3.2).

**Lemma 3.** Let \( n = qw - \gamma = (q(v) - \Delta)w - \gamma \), where \( \gamma \leq w \) and \( q(v) \) is the minimum prime power such that \( q(v) \geq v \). Then

\[ A(n, 2\delta, w) \geq \left( \frac{n}{w} \right)^k \left( 1 - \frac{\Delta}{q(v)} \right)^{k-1} \left( 1 - \frac{1}{q(v) - \Delta} \right)^\gamma. \]

(3.3)
Proof. Let \( n = vw - \gamma = (q(v) - \Delta)w - \gamma \) and let \( q = q(v) \). Consider the partition of space all \( q^w \) vectors of length \( w \) over GF\( (q) \) on \( q^{w-k} \) cosets of MDS code \( R = R(w, k, \Delta) \). In the first \( \gamma \) positions of such vectors fix \( q - \Delta - 1 \) elements of GF\( (q) \) and in last \( w - \gamma \) positions of such vectors fix \( q - \Delta \) elements of GF\( (q) \). In every coset let’s consider all vectors over fixed elements of GF\( (q) \). As there are \( (q - \Delta - 1)(q - \Delta)^{w-\gamma} \) such vectors in all and they are distributed in \( q^{w-k} \) different cosets then there exists wittingly the code (denote it by \( R(D) \)) of length \( w \) with code distance \( \delta \) and of power \( (q - \Delta - 1)(q - \Delta)^{w-\gamma}/q^{w-k} \). This code \( R(D) \) has the alphabet of the size \( q - \Delta - 1 \) in the first \( \gamma \) positions and the alphabet of the size \( q - \Delta \) in the last \( w - \gamma \) positions. Conversion of the code \( R(D) \) into cascade code gives the value (3.3).

4. Asymptotic bounds of \( A(n, 2\delta, w) \)

In this paragraph, let \( w = w(n), k = k(n) \) denote the sequences of positive integers, which are growing if \( n \) grows. It is clear from (3.1) that if \( \gamma k = O(n) \) when \( n \to \infty \) then the lower bound \( A(n, 2\delta, w) \) has the order \( (n/w)^k \), \( k = w + 1 - \delta \). Let us estimate at growth of \( \gamma \) in Lemma 1. Theorem 1 is applied, when \( w(n) \) grows not more than \( \sqrt{n}/2 \). It means that the number \( v, v = [n/w] \), grows when \( n \) grows. It is known [9] that for any \( \varepsilon > 0 \) as small as possible it is possible to find \( v \), such that for any \( v > v \), the following inequality is valid: \( |q(v) - v| \leq q(v)^{5/12 - \varepsilon} \) where \( q(v) \) is the closest to \( v \) prime power such that \( q(v) \geq v \). So for \( n, n \leq v, v \longmapsto v, v \) large enough, the number \( \gamma \) in Lemma 1 satisfies the inequality \( \gamma \leq q(v)^{5/12 + \varepsilon} \), and the number \( \Delta \) in Lemma 3 satisfies the inequality \( \Delta < q(v)^{7/12 + \varepsilon} \). Thus from this considerations and Lemmas 1 and 3 we have the following results.

Lemma 4. Let (1) \( w(n) \leq \sqrt{n}/2 \); (2) \( k(n) = O\left(\left(\frac{n}{w(n)}\right)^{5/12 - \varepsilon}\right) \).

Then

\[
\lim_{n \to \infty} A(n, 2\delta, w) \left(\frac{w}{n}\right)^k \geq 1, \quad \delta = w + 1 - k,
\]

moreover the complexity of the construction for the length \( n \) is not more then \( cn^3 \) binary operations.

Lemma 5. Let (1) \( w(n) = O(\sqrt{n}) \); (2) \( w(n) - k(n) = O\left(\left(\frac{n}{w(n)}\right)^{5/12 - \varepsilon}\right) \).

Then the inequality (4.1) is valid.

Let us consider the asymptotic of the upper Johnson bound (1.2). From (1.2) we have

\[
A(n, 2\delta, w) \leq \left(\frac{n}{w}\right)^k \frac{w}{w-1} \frac{w}{w-2} \ldots \frac{w}{w-k+1},
\]

\[
k = w + 1 - \delta.
\]
and let \( q = q(v) \). Consider the partition of \( q^{w-\gamma} \) cosets of MDS code \( R = R(w, k, \delta) \) into \( \Delta - 1 \) elements of \( \text{GF}(q) \) and in last \( w-\gamma \) s of \( \text{GF}(q) \). In every coset let's consider all \( \gamma \) vectors \( (q-\Delta-1)^w(q-\Delta)^w \) such vectors in t cosets then there exists wittingly the code distance \( \delta \) and of power \( (q-\Delta-1)^w \) alphabet of the size \( q-\Delta-1 \) in the first \( \Delta \) in the last \( w-\gamma \) positions. Conversion of value (3.3).

The nds of \( A(n, 2\delta, w) \)

\( n = 0 \) denote the sequences of positive integers, \( n (3.1) \) that if \( n \rightarrow \infty \) then \( n = 0 \). Let us estimate at growth of \( n \) grows not more than \( \sqrt{n/2} \). It means that \( s \). It is known [9] that for any \( v > 0 \) as small it for any \( v > v \), the following inequality is closest to \( v \) prime power such that \( q(v) \geq v \).

\[ (n) = 0 \left( \frac{n}{w(n)} \right)^{5/12 - \varepsilon}, \]

\[ 
\geq 1, \quad \delta = w + 1 - k, \quad (4.1)
\]

\[ \text{wion for the length } n \text{ is not more then } cn^3 \]

\[ \text{wion for the length } n \text{ is not more then } cn^3 \]

\[ w(n) - k(n) = 0 \left( \frac{n}{w(n)} \right)^{5/12 - \varepsilon}, \]

\[ 
\text{upper Johnson bound (1.2). From (1.2) we}
\]

\[ \frac{w}{w - 2} \ldots \frac{w}{w + k - 1}, \]

\[ 1 - \delta. \quad (4.2) \]

So the following result is valid.

**Lemma 6.** Let \( k(n) = 0(\sqrt{w(n)}) \). Then

\[ \lim_{n \to \infty} A(n, 2\delta, w) \left( \frac{w}{n} \right)^k \leq 1, \quad k = w + 1 - \delta. \quad (4.3) \]

From Lemmas 4 and 6 we have the following result, which is coincident with the result of Kuzurin [4] and which is its constructive analog.

**Theorem 3.** Let

1. \( w(n) \to \infty \) if \( n \to \infty \) moreover \( w(n) \leq \sqrt{n/2} \);
2. \( k(n) = 0(\sqrt{w(n)}) \);
3. \( k(n) = 0(n/w(n))^{5/12 - \varepsilon} \). Then

\[ \lim_{n \to \infty} A(n, 2\delta, w) \left( \frac{w}{n} \right)^k = 1, \quad k = w + 1 - \delta, \quad (4.4) \]

moreover the complexity of the code construction for length \( n \) is not more then \( cn^3 \) binary operations.
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