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Abstract—We introduce several fast algorithms for computing discrete cosine transforms (DCT's) and their inverses on multidimensional inputs of sizes which are powers of 2. Because the one-dimensional 8-point DCT and the two-dimensional 8 x 8-point DCT are so widely used, we discuss them in detail. We also present algorithms for computing scaled DCT's and their inverses; these have applications in compression of continuous tone image data, where the DCT is generally followed by scaling and quantization.

I. INTRODUCTION

Discrete cosine transforms (DCT's) are probably the most widely used transforms in the signal processing of image data, especially in coding for compression [1], [20]. In these applications, a two-dimensional DCT on rather small input sizes (8 x 8 or 16 x 16) is used. Because of the widespread use of DCT's, research into fast algorithms for their implementation has been rather active [2], [5]--[12], [14], [16]--[18], [21]--[24]. A book devoted to DCT's and their applications [19] was recently published. The algebraic structure of DCT's has also been investigated [6], [10] in order to obtain bounds on the arithmetic complexity of their computations. The works in [7], [9], [10], [23], [24] are particularly relevant to the present work, as they address the two-dimensional case directly, rather than treating it naively as a row-column implementation of the one-dimensional case.

Section II gives a detailed description of the structure of the one-dimensional DCT on 8 points, and uses this to build various algorithms for its implementation. The main result here is that the DCT matrix on 8 points is readily converted (with additions and permutations only) to a direct sum of matrices corresponding to certain polynomial products modulo irreducible polynomials. Sect on III uses the constructions of the previous section to obtain algorithms for the two-dimensional DCT on 8 x 8 points. It uses the classical result that the tensor product of fields is isomorphic to a direct sum of fields. A particular instantiation of this result to the present case is worked out in detail. As an application, we present an algorithm for the DCT on 8 x 8 points which uses 94 multiplications and 454 additions. A similar algorithm which uses 96 multiplications and considerably more additions was presented in [7]. We also give an algorithm which uses only 86 multiplications but too many additions to be practical.

In most coding applications the DCT is postprocessed with scaling and quantization. Therefore one need not actually compute the DCT itself but rather a scaled version of it, and then compensate for the scale factors in the postprocessing. This observation leads to significant algorithmic savings [2], [9], [10], [24]. In Section IV we present an explicit factorization of the 8-point DCT matrix which takes advantage of this observation, and obtain from this an efficient algorithm for a scaled two-dimensional DCT on 8 x 8 points. This algorithm uses 54 multiplications, 462 additions, and 6 shifts (multiplications by 1/2). Various other factorizations for isolating scale factors are presented in Section VI.

The DCT matrix is orthogonal; its inverse is its transpose. Our factorizations are easily transformed into factorizations of the inverse DCT via either direct inversion or transposition. These lead to two different types of factorizations which, in turn, yield different algorithms. These are briefly discussed in Section V. The arithmetic complexity of the algorithms we obtain here are the same as the corresponding algorithms for the forward direction.

Finally, the general theory for the DCT and the scaled DCT algorithms on input sizes which are powers of 2 is presented in Section VII.

II. THE 8-POINT DCT

The N-point DCT is defined by for 0 ≤ n ≤ N - 1 the equations

\[ y_n = c_n \sum_{k=0}^{N-1} \cos \frac{2\pi n (2k + 1)}{4N} x_k \]  

where \( c_0 = 1/\sqrt{N} \) and \( c_n = \sqrt{2}/N \) for 1 ≤ n ≤ N - 1. Its inverse (IDCT) is given by

\[ x_k = \sum_{n=0}^{N-1} \cos \frac{2\pi n (2k + 1)}{4N} c_n y_n. \]  

In this section we develop explicitly algorithms for the DCT on 8 points. These are important in image processing applications, and also the ideas presented here extend to the general case of the DCT on any 2^n set of points.
Setting $\gamma(k) = \cos(2\pi k/32)$, the 8-point DCT matrix is

$$
C_8 = \frac{1}{2} \begin{bmatrix}
\gamma(4) & \gamma(4) & \gamma(4) & \gamma(4) & \gamma(4) & \gamma(4) & \gamma(4) & \gamma(4) \\
\gamma(1) & \gamma(3) & \gamma(5) & \gamma(7) & -\gamma(7) & -\gamma(5) & -\gamma(3) & -\gamma(1) \\
\gamma(2) & \gamma(6) & -\gamma(6) & -\gamma(2) & -\gamma(2) & -\gamma(6) & \gamma(6) & \gamma(2) \\
\gamma(3) & -\gamma(7) & -\gamma(1) & -\gamma(5) & \gamma(5) & \gamma(1) & -\gamma(7) & -\gamma(3) \\
\gamma(4) & -\gamma(4) & -\gamma(4) & \gamma(4) & -\gamma(4) & -\gamma(4) & \gamma(4) & \gamma(4) \\
\gamma(5) & -\gamma(1) & \gamma(7) & \gamma(3) & -\gamma(3) & -\gamma(7) & \gamma(1) & -\gamma(5) \\
\gamma(6) & -\gamma(2) & \gamma(2) & -\gamma(6) & -\gamma(6) & \gamma(2) & -\gamma(2) & \gamma(6) \\
\gamma(7) & -\gamma(5) & \gamma(3) & -\gamma(1) & \gamma(1) & -\gamma(3) & \gamma(5) & -\gamma(7)
\end{bmatrix}
$$

(3)

We will index the rows of $C_8$ from 0 to 7. Let $P_{(8,1)}$ be the permutation matrix acting on the rows of $C_8$ reordering them as follows: 0, 2, 4, 6, 1, 3, 5, 7. Let $P_{(8,2)}$ be the permutation matrix acting on the columns of $C_8$ by keeping the first four columns fixed and reversing the order of the last four columns. Let $I_n$ denote the $n \times n$ identity matrix,

$$
F = \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix}
$$

and define $R_8 = F \otimes I_4$. (Recall, in general, if $A$ is the $m \times n$ matrix $(a_{ij})$ and $B$ is the $p \times q$ matrix $(b_{ij})$, then the tensor product $A \otimes B$ is the $mp \times nq$ matrix composed of the $m \times n$ blocks $(a_{ij}B)$.) Then

$$
P_{(8,1)}C_8P_{(8,2)}R_8 = \begin{bmatrix}
\gamma(4) & \gamma(4) & \gamma(4) & \gamma(4) \\
\gamma(2) & -\gamma(6) & -\gamma(6) & -\gamma(2) \\
\gamma(4) & -\gamma(4) & -\gamma(4) & \gamma(4) \\
\gamma(6) & -\gamma(2) & \gamma(2) & -\gamma(6) \\
\gamma(1) & \gamma(3) & \gamma(5) & \gamma(7) \\
\gamma(3) & -\gamma(7) & -\gamma(1) & -\gamma(5) \\
\gamma(5) & -\gamma(1) & \gamma(7) & \gamma(3) \\
\gamma(7) & -\gamma(5) & \gamma(3) & -\gamma(1)
\end{bmatrix}
$$

(4)

In order to understand the structure of the bottom right $4 \times 4$ block, which we shall label $G_4$, we digress and look at the ring structure of $\mathbb{Z}_{32}$, the integers between 0 and 31 with addition and multiplication modulo 32. The odd integers in $\mathbb{Z}_{32}$ form a group $U_{32}$ under multiplication modulo 32, called the group of units of $\mathbb{Z}_{32}$. It is well known that $U_{32}$ is isomorphic to $\mathbb{Z}_2 \oplus \mathbb{Z}_8$. Three can be taken as a generator for the $\mathbb{Z}_8$ summand in the direct sum representation for $U_{32}$, and we compute the cyclic subgroup of $U_{32}$ of order 8 to be the powers of 3: $\{1, 3, 9, 27, 17, 19, 25, 11\}$. Thus, the bottom right $4 \times 4$ block can be written as

$$
\begin{bmatrix}
\gamma(3^0) & \gamma(3^1) & \gamma(3^2) & -\gamma(3^2) \\
\gamma(3^1) & \gamma(3^2) & -\gamma(3^0) & -\gamma(3^1) \\
\gamma(3^2) & -\gamma(3^0) & -\gamma(3^2) & \gamma(3^1) \\
-\gamma(3^0) & -\gamma(3^1) & \gamma(3^1) & -\gamma(3^0)
\end{bmatrix}
$$

(5)

Observe that $\gamma(3^j) = -\gamma(3^j)$, $j = 0, 1, 2, 3$. Also $\gamma(9) = -\gamma(7)$ and $\gamma(27) = \gamma(5)$. Define

$$
P_{(4,1)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0
\end{pmatrix}
$$
$P_{(4,1)}$ is defined so that its action on the column vector $(\gamma(1) \gamma(3) \gamma(5) \gamma(7))'$ is precisely $(\gamma(3)^5 \gamma(3)^4 \gamma(3)^3 \gamma(3)^2 \gamma(3)^1)'$, thereby reflecting the ring structure in $\mathbb{Z}_{32}$. Then,

$$
P_{(4,1)} G_4 P_{(4,1)}^{-1} =
\begin{pmatrix}
\gamma(3)^0 & \gamma(3)^1 & \gamma(3)^2 & \gamma(3)^3 \\
\gamma(3)^1 & \gamma(3)^2 & \gamma(3)^3 & \gamma(3)^4 \\
\gamma(3)^2 & \gamma(3)^3 & \gamma(3)^4 & \gamma(3)^5 \\
\gamma(3)^3 & \gamma(3)^4 & \gamma(3)^5 & \gamma(3)^6
\end{pmatrix}
$$

$$
= \begin{pmatrix}
\gamma(3)^0 & \gamma(3)^1 & \gamma(3)^2 & \gamma(3)^3 \\
\gamma(3)^1 & \gamma(3)^2 & \gamma(3)^3 & -\gamma(3)^6 \\
\gamma(3)^2 & \gamma(3)^3 & -\gamma(3)^6 & -\gamma(3)^3 \\
\gamma(3)^3 & -\gamma(3)^6 & -\gamma(3)^3 & \gamma(3)^6
\end{pmatrix}
$$

(6)

The last matrix above is a signed-circulant matrix. Finally, reversing the order of the columns in $P_{(4,1)} G_4 P_{(4,1)}^{-1}$ yields

$$
G_4 = \begin{pmatrix}
\gamma(3)^0 & \gamma(3)^1 & \gamma(3)^2 & \gamma(3)^3 \\
-\gamma(3)^1 & \gamma(3)^2 & \gamma(3)^3 & \gamma(3)^4 \\
-\gamma(3)^2 & -\gamma(3)^3 & \gamma(3)^4 & \gamma(3)^5 \\
-\gamma(3)^3 & -\gamma(3)^4 & -\gamma(3)^5 & \gamma(3)^6
\end{pmatrix}
$$

(7)

The matrix $G_4$ can be viewed as an element in the regular representation of the polynomial ring in the variable $u$ modulo $u^2 + 1$. To be precise, if

$$
\begin{pmatrix}
\begin{bmatrix}
w_0 \\
w_1 \\
w_2 \\
w_3
\end{bmatrix}
\end{pmatrix}
= \begin{pmatrix}
\gamma(3)^0 & \gamma(3)^1 & \gamma(3)^2 & \gamma(3)^3 \\
-\gamma(3)^1 & \gamma(3)^2 & \gamma(3)^3 & \gamma(3)^4 \\
-\gamma(3)^2 & -\gamma(3)^3 & \gamma(3)^4 & \gamma(3)^5 \\
-\gamma(3)^3 & -\gamma(3)^4 & -\gamma(3)^5 & \gamma(3)^6
\end{pmatrix}
\begin{pmatrix}
\begin{bmatrix}
v_0 \\
v_1 \\
v_2 \\
v_3
\end{bmatrix}
\end{pmatrix}
$$

(8)

then also

$$
(\gamma(3)^3 - \gamma(3)^5 u - \gamma(3)^7 u^2 - \gamma(3)^9 u^3)
\cdot (w_0 + w_1 u + w_2 u^2 + w_3 u^3)
= (w_0 + w_1 u + w_2 u^2 + w_3 u^3) \mod u^4 + 1.
$$

(9)

Observe that the first factor in the above equation can be written as

$$
\sum_{j=0}^{3} \gamma(3)^{3+j} u^j.
$$

(10)

The top left $4 \times 4$ block of (4) equals $\sqrt{2}$ times the 4-point DCT matrix $C_4$. It itself yields a similar block diagonalization. Namely, let $P_{(4,2)}$ be the permutation matrix acting on the rows of $C_4$ reordering them as follows: $0, 2, 1, 3$. Let $R_{(4,1)}$ be the permutation matrix acting on the columns of $C_4$ by keeping the first two columns fixed and reversing the order of the last two columns. Let $R_{(4,1)} = F \otimes I_2$. Then

$$
P_{(4,2)} (\sqrt{2} C_4) P_{(4,3)} R_{(4,1)}
= \begin{pmatrix}
\gamma(4) & \gamma(4) \\
\gamma(4) & -\gamma(4) \\
\gamma(2) & \gamma(6) \\
\gamma(6) & -\gamma(2)
\end{pmatrix}
$$

(11)

Notice that the $2 \times 2$ block on the bottom right is again a signed-circuit matrix. We will define $G_2$ to be this block, after the order of its columns has been reversed:

$$
G_2 = \begin{pmatrix}
\gamma(6) & \gamma(2) \\
-\gamma(2) & \gamma(6)
\end{pmatrix}.
$$

(12)

The matrix $G_2$ can also be viewed as an element in the regular representation of a polynomial quotient ring. Namely, if

$$
\begin{pmatrix}

t_0 \\
\begin{bmatrix}
t_1 \\
t_2 \\
t_3
\end{bmatrix}
\end{pmatrix}
= \begin{pmatrix}
\gamma(6) & \gamma(2) \\
-\gamma(2) & \gamma(6)
\end{pmatrix}
\begin{pmatrix}
t_0 \\
\begin{bmatrix}
t_1 \\
t_2 \\
t_3
\end{bmatrix}
\end{pmatrix}
$$

(13)

then also

$$
(\gamma(6) - \gamma(2) u)(t_0 + t_1 u) = (w_0 + w_1 u) \mod u^2 + 1.
$$

(14)

Also, the $2 \times 2$ subblock on the top left of (11) is the 2-point DCT matrix $C_2$, and it yields the diagonalization

$$
C_2 F = 2 \begin{pmatrix}
\gamma(4) \\
\gamma(4)
\end{pmatrix}.
$$

(15)

The $1 \times 1$ subblock $(\gamma(4))$ will be denoted by $G_1$. Putting all these factorizations together yields, after slight arithmetic manipulation, the following factorization for the 8-point DCT matrix:

$$
C_8 = P_8 K_8 B
$$

(16)

where $P_8$ is the signed-permutation matrix

$$
P_8 =
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{pmatrix}
$$

(17)
irreducible polynomial, for which fast algorithms are known [27]. One way of doing these is via the Toom-Cooke algorithms, which is a version of Lagrange interpolation. Computing the product by \((1/2)\, G_1\) requires one "essential" (in the language of [27]) multiplication. A product by \((1/2)\, G_2\) can be done with three essential multiplications. A product by \((1/2)\, G_4\) can be done with seven essential multiplications, but quite a few additions.

The product by \((1/2)\, G_2\) can be done using a standard "rotator" product. We use the identity

\[
\begin{pmatrix}
  x_0 - x_1 & y_0 \\
  x_1 & y_1
\end{pmatrix} = \begin{pmatrix}
  1 & -1 & 0 \\
  0 & 1 & 1
\end{pmatrix} \begin{pmatrix}
  (x_0 + x_1)y_0 \\
  x_1(y_0 + y_1)
\end{pmatrix}. \tag{23}
\]

The sums involving the \(x_i\) are precomputed; the above suggests an algorithm with 3 additions and 3 multiplications.

As for the product by \((1/2)\, G_4\), the minimal algorithm using 7 multiplications is quite impractical. An algorithm using 9 multiplications can be obtained using the nesting procedure. For the general problem of multiplying polynomials modulo \(u^2 + 1\), partition the representation matrix-vector product

\[
\begin{pmatrix}
  x_0 & -x_3 & -x_2 & -x_1 \\
  x_1 & x_0 & -x_3 & -x_2 \\
  x_2 & x_1 & x_0 & -x_3 \\
  x_3 & x_2 & x_1 & x_0
\end{pmatrix} \begin{pmatrix}
  y_0 \\
  y_1 \\
  y_2 \\
  y_3
\end{pmatrix} \tag{24}
\]

into \(2 \times 2\) blocks of size \(2 \times 2\) each, say

\[
\begin{pmatrix}
  x_0 & -x_3 \\
  x_1 & x_0
\end{pmatrix} \begin{pmatrix}
  y_0 \\
  y_1
\end{pmatrix} \tag{25}
\]

with

\[
X_0 = \begin{pmatrix}
  x_0 & -x_3 \\
  x_1 & x_0
\end{pmatrix}, \quad X_1 = \begin{pmatrix}
  x_2 & x_1 \\
  x_3 & x_2
\end{pmatrix} \tag{26}
\]

and

\[
Y_0 = \begin{pmatrix}
  y_0 \\
  y_1
\end{pmatrix}, \quad Y_1 = \begin{pmatrix}
  y_2 \\
  y_3
\end{pmatrix} \tag{27}
\]

We can use the recipe of (23) but replace each product with a matrix-vector product and each sum with a vector sum. The matrix-vector products are all of the form

\[
\begin{pmatrix}
  x_0 & x_1 \\
  x_2 & x_0
\end{pmatrix} \begin{pmatrix}
  y_0 \\
  y_1
\end{pmatrix} = \begin{pmatrix}
  1 & -1 & 0 \\
  0 & 1 & 1
\end{pmatrix} \begin{pmatrix}
  x_0(y_0 + y_1) \\
  (x_0 - x_1)y_1 \\
  (x_2 - x_0)y_0
\end{pmatrix} \tag{28}
\]

which can be done with 3 multiplies and 3 additions (the sums involving the \(x_i\) are precomputed). Since a rotator
can be computed with 3 additions and 3 multiplies, the
matrix-vector product of (24) can be done with $3 \times 3 = 9$
multiplications and $(3 \times 3) + (3 \times 3) = 18$ additions.
Thus, with this implementation, the product by $G_k$ can be
done with 14 multiplications and 35 additions. An attrac-
tive feature of this algorithm is that each computation path
contains only one multiplication. That is, the computation
never involves products of factors which are themselves
sums of products. This is significant when one is concerned
about bit requirements for accuracy of computation.

Alternately, the product of $(1/2) G_k$ with a vector can
be done using the following identity:

$$G_k = \frac{1}{2} D_4^{-1} H_{k,1} \begin{pmatrix} 1 \\ G_1 \\ G_2 \\ G_3 \end{pmatrix} H_{k,2} \quad (29)$$

where

$$D_4 = \begin{pmatrix} \gamma(5) \\ \gamma(1) \\ \gamma(3) \\ \gamma(7) \end{pmatrix}$$

$$H_{k,1} = \begin{pmatrix} 1 & 1 & -1 & 0 \\ -1 & 1 & 0 & 1 \\ -1 & -1 & -1 & 0 \\ 1 & -1 & 0 & 1 \end{pmatrix}$$

and

$$H_{k,2} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 0 & -1 \\ 0 & 1 & -1 & 0 \end{pmatrix}.$$

Thus, the product by $(1/2) G_k$ can be done using 3 addi-
tions (multiplication by $H_{k,2}$), followed by one multi-
lication by $(1/4)$, one by $(1/4) \gamma(4)$, and one by a rotator
(multiplication by $[1/4] (1 \oplus G_1 \oplus G_2)$), followed by 6
more additions (multiplication by $H_{k,1}$), followed by 4
multiplications (multiplication by $D_4^{-1}$). Altogether, we
can compute the product by $(1/2) G_k$ with 8 multiplica-
tions and 12 additions, and hence the product by $C_k$ with
13 multiplications and 29 additions. This algorithm uses
considerably fewer additions than the previous one, and
one less multiplication, but some of the multiplications
are nested.

Remark 2.1: Various similar algorithms in the literature
for the DCT on 8 points [5], [24], [21] use 13 multi-
plications (some of which are nested) and 29 additions. Note
when reading these references that they claim 12 multi-
lications because they renormalize the top output; in their
definition for the DCT matrix, the first row of the matrix
in (3) is rational. Their DCT matrix is no longer ortho-
ogonal. The constructions given here, when applied to this
renormalized DCT matrix, will yield an analogous algo-
rithm with one multiplication reduced to a multiplication
by 1.

Remark 2.2: Our factorization into a direct sum of
polynomial products could have been obtained by notic-
ing that the $N$-point DCT matrix is essentially embedded
in a $4N$-point DFT. This was first pointed out by [11].
However, we have decided here to obtain the factoriza-
tion directly from the definition of the DCT.

Remark 2.3: The direct sum in equation (18) could be
viewed as a system of 4 polynomial products modulo $u - 1$
and $u + 1$, $u^2 + 1$, and $u^4 + 1$. It is well known [27]
that these can be brought to a cyclic convolution (i.e., a
single polynomial product modulo $u^8 - 1$) using only rational
operations. The relationship between the DCT and cyclic
convolution was already pointed out in [7].

Observe that (29) yields a procedure for transforming
the product by $G_k$, which can be thought of as the “core”
half of the 8-point DCT computation, into essentially a
4-point DCT followed by multiplication by a diagonal
matrix. Similarly, $G_2$ can be factored to a diagonal matrix
times something which is essentially a 2-point DCT
matrix. Namely,

$$G_2 = \frac{1}{2} \begin{pmatrix} \gamma(6) \\ \gamma(2) \end{pmatrix}^{-1} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix}.$$ (30)

This factorization gives an alternate method for comput-
ing the product by $G_2$ with 3 additions and 3 multipli-
cations, but these are nested. In general, $G_k$ can be factored
to a diagonal matrix times a matrix which is essentially
the core of $C_{2k-1}$, thereby yielding a recursive algorithm
for the DCT on $2^n$ points. More on this in Section VII.

III. THE 2-D DCT ON $8 \times 8$ POINTS

Computation of the $8 \times 8$ DCT involves the product of
the matrix $C_8 \otimes C_8$ with a 64-point vector. A standard
theorem on tensor products [27] applied to (16) yields the
identity

$$C_8 \otimes C_8 = (P_8 \otimes P_8)(K_8 \otimes K_8)(B \otimes B).$$ (31)

Also,

$$K_8 \otimes K_8 = \frac{1}{2} \oplus G_j \otimes G_k$$ (32)

where $\oplus$ denotes the matrix direct sum, and the indices
$j$, $k$ run through the values 1, 1, 2, 4 in lexicographic
order. Equation (31) suggests the following algorithm for
computing the product by $C_8 \otimes C_8$: compute the product
by $B \otimes B$ using, say, the row-column method, with $2 \times 8 \times 14 = 224$ additions. Then compute separately the products by $G_j \otimes G_k$, and finish with a signed-permutation defined by $P_8 \otimes P_8$. (The factor $1/4$ can either be computed at the end with shifts or, preferably, incorporated into the products by $G_j \otimes G_k$. We will therefore ignore this factor in the ensuing discussion). The key to our new algorithms is that the products by $G_j \otimes G_k$ can be done much more efficiently than by the row-column method when both $j$ and $k$ are greater than or equal to 2.

The remainder of this section carefully develops algorithms for computing these products. As is typical with fast algorithms for signal processing, these algorithms are based upon matrix factorizations. These factorizations are based on some deep algebraic structures, which we discuss here in great detail. However, we feel that after plodding through the motivating example, the general results which appear in Section VII will be straightforward.

Let us consider first the simplest case, $G_1 \otimes G_2$, in considerable detail. Since the product of a 2-vector by $G_2$ can be done with 3 multiplications and 3 additions, the product of a 4-vector by $G_1 \otimes G_2$ can be done in "row-column" fashion using 4 products of 2-vectors by $G_2$, hence with 12 multiplications and 12 additions.

We can improve upon this. By direct computation, using the trigonometric identity

$$2\gamma(a)\gamma(b) = \gamma(a + b) + \gamma(a - b) \quad (33)$$

we obtain

$$G_1 \otimes G_2 = \begin{pmatrix} \gamma(6) & \gamma(2) \\ -\gamma(2) & \gamma(6) \end{pmatrix} \otimes \begin{pmatrix} \gamma(6) & \gamma(2) \\ -\gamma(2) & \gamma(6) \end{pmatrix}$$

$$= \begin{pmatrix} \gamma(6)\gamma(6) & \gamma(6)\gamma(2) & \gamma(2)\gamma(6) & \gamma(2)\gamma(2) \\ -\gamma(2)\gamma(6) & \gamma(6)\gamma(6) & -\gamma(2)\gamma(2) & \gamma(2)\gamma(6) \\ -\gamma(2)\gamma(2) & -\gamma(2)\gamma(6) & \gamma(6)\gamma(6) & \gamma(6)\gamma(2) \\ \gamma(2)\gamma(2) & -\gamma(2)\gamma(6) & -\gamma(6)\gamma(2) & \gamma(6)\gamma(6) \end{pmatrix}$$

$$= \frac{1}{2} \begin{pmatrix} \gamma(0) - \gamma(4) & \gamma(4) & \gamma(4) & \gamma(0) + \gamma(4) \\ -\gamma(4) & \gamma(0) - \gamma(4) & -\gamma(0) - \gamma(4) & \gamma(4) \\ -\gamma(4) & -\gamma(0) - \gamma(4) & \gamma(0) - \gamma(4) & \gamma(4) \\ \gamma(0) + \gamma(4) & -\gamma(4) & -\gamma(4) & \gamma(0) - \gamma(6) \end{pmatrix}$$

$$= \frac{1}{2} \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & -1 & 0 \\ 0 & -1 & 1 & 0 \\ 1 & 0 & 0 & 1 \end{pmatrix} + \frac{1}{2} \begin{pmatrix} -\gamma(4) & \gamma(4) & \gamma(4) & \gamma(4) \\ -\gamma(4) & -\gamma(4) & -\gamma(4) & \gamma(4) \\ -\gamma(4) & -\gamma(4) & -\gamma(4) & \gamma(4) \\ \gamma(4) & -\gamma(4) & -\gamma(4) & -\gamma(4) \end{pmatrix} \quad (34)$$

We see two things from the construction above. First, the two summands were matrices of rank 2 and there is a change of basis which makes them sparse. Second, the particular number theoretic properties of the cosine function yielded enormous simplifications. From a dense matrix of irrational numbers, we obtained a sparse system with very few non-rational entries. We will next obtain an explicit recipe for achieving this sparseness, which will extend to the general case. The number theoretic simplifications will fall out of the recipe. A general theory accounting for these is beyond the scope of this paper; the interested reader is referred to [10] where we describe the simplifications using a totally different approach.

We should observe two things about the matrix $G_2$. First, it is of a very special form: the diagonal entries are identical, and the antidiagonal terms are negatives of each other. Second, the entries in the matrix satisfy an algebraic relation, namely, $\gamma(2)^2 + \gamma(6)^2 = 1$.

As for the first observation regarding the special form of the matrix, the set of all such matrices with entries in some field $\Phi$ form an algebra over $\Phi$. That is, they are closed under multiplication and $\Phi$-linear combinations. The first assertion is easily verified:

$$\begin{pmatrix} f_0 & -f_1 \\ f_1 & f_0 \end{pmatrix} \begin{pmatrix} g_0 & -g_1 \\ g_1 & g_0 \end{pmatrix} = \begin{pmatrix} f_0g_0 - f_1g_1 & -(f_1g_0 + f_0g_1) \\ f_1g_0 + f_0g_1 & f_0g_0 - f_1g_1 \end{pmatrix} \quad (35)$$

Multiplying a vector by the first summand of the last expression above can be done with 2 additions (and/or subtractions) and 2 multiplications by $1/2$. Multiplying a vector by the second summand can be done with 4 additions and 2 multiplications by $\gamma(4)/2$. These could then be combined with 4 additions. Hence, multiplying a vector by $G_1 \otimes G_2$ can be done with 10 additions, 2 multiplications, and 2 multiplications by $1/2$. 

and the second assertion is obvious. Let us call this algebra $\beta_2(\Phi)$. If $\Phi$ is an extension of $\mathcal{Q}$, then the set $\beta_2(\mathcal{Q})$ of matrices of the form in (35) whose entries are all in $\mathcal{Q}$ is a subalgebra (in fact, a field) of $\beta_2(\Phi)$.

Consider next the algebra $\mathbb{Q}[u]/\langle u^2 + 1 \rangle$, whose elements are all linear polynomials in $u$ with coefficients from $\mathbb{Q}$, with operations addition and multiplication modulo $u^2 + 1$. Observe that

$$(f_0 + f_1 u)(g_0 + g_1 u) = (f_0 g_0 - f_1 g_1) + (f_1 g_0 + f_0 g_1)u \mod (u^2 + 1).$$

(36)

Equations (35) and (36) highlight the isomorphism

$$\rho_2: \mathbb{Q}[u]/\langle u^2 + 1 \rangle \rightarrow \beta_2(\mathcal{Q})$$

(37)

given by

$$\rho_2(f_0 + f_1 u) = \begin{pmatrix} f_0 & -f_1 \\ f_1 & f_0 \end{pmatrix}.$$  

(38)

We use the subscript 2 to highlight the fact that the range of $\rho_2$ is in $M_2(\mathbb{Q})$, the ring of $2 \times 2$ matrices with entries from $\mathbb{Q}$. That $\rho_2$ is a homomorphism is verified by noting that for every $p_1, p_2 \in \mathbb{Q}[u]/\langle u^2 + 1 \rangle$,

$$\rho_2(p_1 + p_2) = \rho_2(p_1) + \rho_2(p_2)$$

(39)

$$\rho_2(p_1 p_2) = \rho_2(p_1) \rho_2(p_2).$$

(40)

And it is easy to verify that $\rho_2$ is one to one onto.

We can write

$$\Phi[u]/\langle u^2 + 1 \rangle \cong \mathbb{Q}[u]/\langle u^2 + 1 \rangle \otimes \Phi.$$  

(41)

This notation highlights the fact that, whereas the coefficients of the polynomials in $\Phi[u]/\langle u^2 + 1 \rangle$ are from $\Phi$, the modulo $u^2 + 1$ structure is defined over $\mathbb{Q}$ (that is, the polynomial $u^2 + 1$ has rational coefficients). In fact, $\mathbb{Q}[u]/\langle u^2 + 1 \rangle$ is naturally embedded in $\Phi[u]/\langle u^2 + 1 \rangle$.

Denote by $\Psi$ the field extension of $\mathbb{Q}$ obtained by adjoining $i$ to it. Then

$$\Psi \cong \mathbb{Q}[u]/\langle u^2 + 1 \rangle.$$  

(42)

$\rho_2$ can be viewed as a homomorphism of $\Psi$ into $\beta_2(\mathcal{Q})$ with

$$\rho_2(i) = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.$$  

(43)

We can extend $\rho_2$ to a homomorphism

$$\hat{\rho}_2: M_2(\Psi) \rightarrow M_{2n}(\mathcal{Q})$$

(44)

by having $\rho_2$ act independently on the entries of matrices. Thus, for $M = (m_{ij}) \in M_n(\Psi)$,

$$\hat{\rho}_2(M) = (\rho_2(m_{ij})).$$

(45)

It is not difficult to verify that $\hat{\rho}_2$ is a ring homomorphism.

Now consider the matrix

$$V_2 = \begin{pmatrix} 1 & i \\ 1 & -i \end{pmatrix}$$

(46)

and let

$$X = \begin{pmatrix} x_0 & -x_1 \\ x_1 & x_0 \end{pmatrix}$$

(47)

where $x_0, x_1$ are elements in any extension of $\mathbb{Q}$. Direct computation yields the well-known identity

$$V_2XV_2^{-1} = \begin{pmatrix} x_0 + ix_1 & 0 \\ 0 & x_0 - ix_1 \end{pmatrix}. $$

(48)

This identity is valid, in particular, for all $x_0, x_1 \in \Phi$. We say that $V_2$ diagonalizes the algebra $\beta_2(\Phi)$.

One can verify the following identity by direct computation:

$$D_{2,2} \overset{\text{def}}{=} \hat{\rho}_2(V_2)(G_2 \otimes G_2)\hat{\rho}_2(V_2)^{-1}$$

$$= \begin{pmatrix} \gamma(6)\rho_2(1) - \gamma(2)\rho_2(i) & \rho_2(0) \\ \rho_2(0) & \gamma(6)\rho_2(1) + \gamma(2)\rho_2(i) \end{pmatrix} \cdot (I_2 \otimes G_2).$$

(49)

$D_{2,2}$ is block diagonal. But, moreover, notice the similarity between the right-hand side of (48) and the first factor of the right-hand side of (49). It is as if we had substituted $x_0 = \gamma(6)$ and $x_1 = -\gamma(2)$ and then applied $\hat{\rho}_2$ to the matrix in (48) to obtain the matrix in (49). The reason we write “as if” is subtle; see the remark after equation (61).

Explicit computation of the last expression yields further simplifications:

$$D_{2,2} = \begin{pmatrix} -\gamma(4) & \gamma(4) & 0 & 0 \\ -\gamma(4) & -\gamma(4) & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. $$

(50)

The block diagonalization was predicted above, but the special nature of the entries in the diagonal blocks is due to the fact that the entries in $G_2$ satisfy an algebraic relation.

$$\hat{\rho}_2(V_2)$$

is the change of basis which transforms $G_2 \otimes G_2$ to a sparse matrix, and in the process, the number theoretic properties of the cosine function yields substantial
simplification. From (49) and (50) we obtain directly
\[
(G_2 \otimes G_2) = \left( \begin{array}{ccccc}
1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & -1 \\
-1 & 0 & 1 & 0 & 0 \\
\end{array} \right)
\]
\[
\left( \begin{array}{ccccc}
-\gamma(4)/2 & \gamma(4)/2 & 0 & 0 & 0 \\
-\gamma(4)/2 & -\gamma(4)/2 & 0 & 0 & 0 \\
0 & 0 & 1/2 & 0 & 0 \\
0 & 0 & 0 & 0 & 1/2 \\
\end{array} \right)
\]
\[
\left( \begin{array}{ccccc}
1 & 0 & 0 & -1 & 0 \\
0 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
0 & 1 & -1 & 0 & 0 \\
\end{array} \right).
\]
(51)

From this factorization, one can easily construct an algorithm for computing the product of a 4-vector by \( G_2 \otimes G_2 \) with 2 multiplications, 10 additions, and 2 shifts.

We will now generalize the above construction. Let \( p \), \( q \in \mathbb{Q}[u] \) be of degree \( m \) and \( n \), respectively, with \( q \) irreducible, let \( \Psi \) be the field extension of \( \mathbb{Q} \) obtained by adjoining to it the roots of \( q \), and suppose that \( q \) splits \( p \) (that is, \( p \) factors into linear factors over \( \Psi \)). Let \( \Phi \) be an extension of \( \mathbb{Q} \). Consider the algebras \( \Phi[u]/(p(u)) \) and \( \Phi[u]/(q(u)) \). These are isomorphic to the matrix algebras \( \alpha \) and \( \beta \), generated by the companion matrices \( C_p \) and \( C_q \) of \( p \) and \( q \), respectively, with coefficients from \( \Phi \). The companion matrix of a polynomial \( p(u) = a_0 + a_1 u + \cdots + a_{m-1} u^{m-1} + u^m \) is the \( m \times m \) matrix
\[
C_p = \left( \begin{array}{cccc}
0 & 0 & \cdots & -a_0 \\
1 & 0 & \cdots & -a_1 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & -a_{m-1} \\
\end{array} \right).
\]
(52)

Also define the matrix algebra \( \beta(\mathbb{Q}) \) to be the one generated by \( C_q \) with rational coefficients. \( \beta(\mathbb{Q}) \) is a field isomorphic to \( \Psi \) and is a subalgebra of \( \beta \).

Denote the roots of \( p(u) \) by \( \{u_1, u_2, \ldots, u_m\} \), and let
\[
V_p = \left( \begin{array}{cccc}
\begin{array}{cccc}
1 & u_1 & \cdots & u_1^{m-1} \\
1 & u_2 & \cdots & u_2^{m-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & u_m & \cdots & u_m^{m-1} \\
\end{array} \\
\end{array} \right).
\]
(53)

\( V_p \) is called the Vandermonde matrix generated by the roots of \( p \) (relative to the particularly chosen order). Because of our splitting assumption, the entries in \( V \) and \( V^{-1} \) lie in \( \Psi \). The following identity is well known:
\[
V \left( \sum_{j=0}^{m-1} x_j C_p \right) V^{-1} = \left( \begin{array}{ccc}
\frac{d_1}{d_1} & \cdots & \frac{d_m}{d_m}
\end{array} \right)
\]
(54)

where \( d_i = \Sigma_j \phi_j(u_i^j) \).

Let \( \rho : \Psi \rightarrow \beta(\mathbb{Q}) \) be an isomorphism. \( \rho \) extends to a ring homomorphism
\[
\tilde{\rho} : M_m(\Psi) \rightarrow M_m(\mathbb{Q})
\]
(55)

by having \( \rho \) act on the entries of matrices in \( M_m \) independently. We will call application of \( \tilde{\rho} \) the "blow-up" construction; in the mathematics literature it is called an induced representation. The following two identities will play central roles in the sequel. First,
\[
\tilde{\rho}(V) \left( \sum_{j=0}^{m-1} x_j C_p \otimes I_n \right) \tilde{\rho}(V)^{-1} = \left( \begin{array}{ccc}
\frac{d_1}{d_1} & \cdots & \frac{d_m}{d_m}
\end{array} \right)
\]
(56)

where \( d_i = \Sigma_j \phi_j(x_j \rho(u_i^j)) \). This follows directly from (54) with the observation that the blocks in the middle factor of the left-hand side of the equation are all scalar multiples of the identity. Second, for every \( A \in M_m(\Psi) \) and \( B \in \beta \),
\[
(I_m \otimes B) \tilde{\rho}(A) = \tilde{\rho}(A)(I_m \otimes B).
\]
(57)

This identity follows from the fact that the image of \( \tilde{\rho} \) is a block matrix with each block in \( \beta \), so that each block commutes with \( B \), and the fact that \( I_m \otimes B \) is block diagonal.

Combining (56) and (57) we obtain our main block-diagonalization result. For \( A = \Sigma_j \phi_j C_p \in \alpha \) and \( B \in \beta \),
\[
\tilde{\rho}(V_p)(A \otimes B) \tilde{\rho}(V_p)^{-1} = \tilde{\rho}(V_p)(A \otimes I_n)(I_m \otimes B) \tilde{\rho}(V_p)^{-1}
\]
\[
= \tilde{\rho}(V_p)(A \otimes I_n) \tilde{\rho}(V_p)^{-1}(I_m \otimes B)
\]
\[
= \left( \begin{array}{ccc}
\frac{\tilde{d}_1}{\tilde{d}_1} & \cdots & \frac{\tilde{d}_m}{\tilde{d}_m}
\end{array} \right)
\]
(58)

where \( \tilde{d}_i = \Sigma_j \phi_j(\rho(u_i^j)) \).

In our block diagonalization of \( G_2 \otimes G_2 \) we took \( \rho(u) = q(u) = u^2 + 1, \Psi = \mathbb{Q}(i), \Phi = \mathbb{Q}(\sqrt{2}), \beta = \Phi[u]/(u^2 + 1) \), and \( A = B = G_2 \). The particular \( \rho \) here was denoted previously by \( \rho_2 \).
Let us next consider $G_2 \otimes G_2$. This time we take $p(u) = u^2 + 1$ and $q(u) = u^4 + 1$. Let $w = e^{2\pi i/8}$. We take

$$\Psi = \mathbb{Q}(w) = \mathbb{Q}[u]/(u^4 + 1) \quad (59)$$

$\Phi = \mathbb{Q}(\gamma(1))$, $A = G_2$ and $B = G_4$, and this time $\rho$ is a representation of $\Psi$ into the ring of $4 \times 4$ matrices with entries in $\mathbb{Q}$ generated by the companion matrix

$$C_{u^4 + 1} = \begin{pmatrix} 0 & 0 & 0 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix} \quad (60)$$

defined by $\rho(w) = C_{u^4 + 1}$. We will denote this representation by $\rho_4$.

Again, starting with (54) and using the blow-up construction, we obtain

$D_{2,4} \equiv \hat{\rho}_4(V_2)(G_2 \otimes G_4)\hat{\rho}_4(V_2)^{-1}$

$$= \begin{pmatrix} \gamma(6)\rho_4(1) - \gamma(2)\rho_4(i) \\ \rho_4(0) \\ \gamma(6)\rho_4(1) + \gamma(2)\rho_4(i) \end{pmatrix} \rho_4(0) \begin{pmatrix} \gamma(1) & \gamma(3) & \gamma(7) & \gamma(5) \\ -\gamma(5) & -\gamma(1) & \gamma(3) & \gamma(7) \\ -\gamma(7) & -\gamma(5) & -\gamma(1) & \gamma(3) \\ -\gamma(3) & -\gamma(7) & -\gamma(5) & -\gamma(1) \end{pmatrix} \quad (61)$$

$$H_1 = \begin{pmatrix} 0 & -\gamma(2) & 0 & \gamma(6) \\ -\gamma(6) & 0 & -\gamma(2) & 0 \\ 0 & -\gamma(6) & 0 & -\gamma(2) \\ \gamma(2) & 0 & -\gamma(6) & 0 \end{pmatrix}$$

$$H_2 = \begin{pmatrix} 0 & \gamma(4) & 0 & \gamma(4) \\ -\gamma(4) & 0 & \gamma(4) & 0 \\ 0 & -\gamma(4) & 0 & \gamma(4) \\ -\gamma(4) & 0 & -\gamma(4) & 0 \end{pmatrix}$$

Remark 3.1: The reader may try to extend $\rho_4$ to a homomorphism of $\Phi \otimes \Psi$ into $\Psi$, and then extend it to a homomorphism $\hat{\rho}_4$ acting on $M_n(\Phi \otimes \Psi)$. This would be attractive, for then we would apply $\hat{\rho}_4$ to both sides of (48). But then, what would $\rho_4(\gamma(2))$ be? We would like it to be $\gamma(2)I_n$, but it may also be $(1/2)\rho_4(w + w^{-1})$ which is a rational matrix. In other words, such an extension would not be well defined. This is why we used the expression "as if" in the paragraph after (49).

Finally, consider $G_2 \otimes G_4$. This time take $p(u) = q(u) = u^4 + 1$, $A = B = G_2$ and again $\Psi = \mathbb{Q}(w)$ and $\Phi = \mathbb{Q}(\gamma(1))$. $\rho$ is again $\rho_4$, and the blow-up construction now yields

$D_{4,4} \equiv \hat{\rho}_4(V_2)(G_2 \otimes G_4)\hat{\rho}_4(V_2)^{-1}$

$$= 2 \begin{pmatrix} H_1 & H_2 \\ H_2 & H_3 \\ H_3 & H_4 \end{pmatrix}$$

Remark 3.2: We have used the expression $\hat{\rho}_4$ in two different contexts. In (61) it was a homomorphism of $M_4(\Phi)$ into $M_4(\mathbb{Q})$, and in (62) it was a homomorphism of $M_4(\Psi)$ into $M_4(\mathbb{Q})$. We do not want to introduce more notation, and we anticipate no confusion. The notation highlights the fact that each $\hat{\rho}_4$ expands each dimension by a factor of 4.

Algorithmically, the above identities imply that computing the product by $G_2 \otimes G_2$ can be done with 2 multiplications, the product by $G_2 \otimes G_4$ is rationally equivalent to 2 products by $G_2$, and the product by $G_4 \otimes G_4$ is
rationally equivalent to a direct sum of 4 products by \(G_2\) and 4 products by \(\gamma(4)\). In principle, therefore, the product by \(G_2 \otimes G_4\) can be done with 14 multiplications, and the product by \(G_4 \otimes G_2\) can be done with \(4 \times 3 + 4 = 16\) multiplications. Similarly, because
\[
G_4 \otimes G_2 = P_3(G_2 \otimes G_4)P_3^{-1}
\]
(67)
where \(P_3\) is the perfect-shuffle permutation, the product by \(G_4 \otimes G_2\) is algorithmically equivalent to that by \(G_2 \otimes G_4\). Hence, the 2-D DCT on \(8 \times 8\) points can be done with 86 multiplications. In [10] it is shown that this is the minimal number of multiplications necessary to compute the \(8 \times 8\)-point DCT. However, in practice, products by \(G_4\) will be computed with 8 multiplications, following the factorization of (29), hence the total number of multiplications in a very practical implementation of the \(8 \times 8\)-point DCT will be 94.

From (50), (61), and (62) we obtain
\[
(G_2 \otimes G_2) = (2\tilde{\rho}_2(V_2)^{-1})(\frac{1}{2}D_{2,2})\tilde{\rho}_2(V_2)
\]
(68)
\[
(G_2 \otimes G_4) = (2\tilde{\rho}_2(V_4)^{-1})(\frac{1}{2}D_{2,4})\tilde{\rho}_2(V_4)
\]
(69)
\[
(G_4 \otimes G_4) = (4\tilde{\rho}_4(V_4)^{-1})(\frac{1}{2}D_{4,4})\tilde{\rho}_4(V_4)
\]
(70)
The fractional factors in front of the matrices \(D_{2,k}\) do not affect the computational complexity of the algorithm, as they can be incorporated into the constants. The factors in front of the blown-up Vandermonde-inverse matrices

\[
V_1 = \begin{pmatrix}
1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & -1 \\
1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & i & 0 & 1 & 0 & -1
\end{pmatrix}
\]

are there so that their computations will involve only additions.

Algorithms for computing the products by the blown-up Vandermonde matrices and their inverses are based on their well-known factorizations; these are the same factorizations that lead to FFT algorithms. Namely, for example,
\[
V_2 = \begin{pmatrix}
1 & i \\
1 & -i
\end{pmatrix} = \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix} \begin{pmatrix}
1 & 0 \\
0 & i
\end{pmatrix}
\]
(71)
so that
\[
\tilde{\rho}_2(V_2) = \begin{pmatrix}
\rho_2(1) & \rho_2(i) \\
\rho_2(1) & -\rho_2(i)
\end{pmatrix}
\]
\[
= \begin{pmatrix}
\rho_2(1) & \rho_2(1) \\
\rho_2(1) & -\rho_2(1)
\end{pmatrix} \begin{pmatrix}
\rho_2(1) & \rho_2(0) \\
\rho_2(0) & -\rho_2(1)
\end{pmatrix}
\]
(72)

Observe that again we used the fact that the "blow up" operation is a ring homomorphism. Thus, one can multiply a 4-point vector by \(\tilde{\rho}_2(V_2)\) by first multiplying two 2-point vectors by \(\rho_2(1)\) and \(\rho_2(i)\), respectively, using only permutations and sign changes, and then multiplying by the matrix
\[
\begin{pmatrix}
\rho_2(1) & \rho_2(1) \\
\rho_2(1) & -\rho_2(1)
\end{pmatrix}
\]
(73)
using 4 additions. Similarly,
\[
2\tilde{\rho}_2(V_2)^{-1} = 2 \begin{pmatrix}
\rho_2(1) & \rho_2(i) \\
\rho_2(1) & -\rho_2(i)
\end{pmatrix}^{-1}
\]
\[
= \begin{pmatrix}
\rho_2(1) & \rho_2(0) \\
\rho_2(0) & -\rho_2(i)
\end{pmatrix} \begin{pmatrix}
\rho_2(1) & \rho_2(1) \\
\rho_2(1) & -\rho_2(1)
\end{pmatrix}
\]
(74)
Thus, multiplying a 4-point vector by \(2\tilde{\rho}_2(V_2)^{-1}\) can be done by first multiplying by the matrix
\[
\begin{pmatrix}
\rho_2(1) & \rho_2(1) \\
\rho_2(1) & -\rho_2(1)
\end{pmatrix}
\]
(75)
using 4 additions, and then multiplying two 2-point vectors by \(\rho_2(1)\) and \(-\rho_2(1)\), respectively, using only permutations and sign changes. Similarly, multiplication of an 8-vector by either \(\tilde{\rho}_4(V_4)\) or \(4\tilde{\rho}_4(V_4)^{-1}\) can be done with 8 additions. And finally, the factorization
\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & w & 0 & 0 \\
0 & 0 & w^2 & 0 \\
0 & 0 & 0 & w^3
\end{pmatrix}
\]
(76)
yields an analogous blow-up identity from which we can construct an algorithm for multiplying a 16-point vector by \(\tilde{\rho}_4(V_4)\) or \(4\tilde{\rho}_4(V_4)^{-1}\) each with 32 additions and some permutations and sign-changes. Altogether, the algorithm just described for the \(8 \times 8\)-point DCT will require 94 multiplications and 454 additions. In Table I we tabulate the number of arithmetic operations our algorithm uses in each stage. Column 1 gives the number of occurrences of each "subproblem" indicated in column 2. Columns 3, 4, and 5 give, respectively, the number of multiplications, additions, and bit shifts required to perform each subproblem. Columns 5, 6, and 7 give these numbers times the entries in column 1. The next to the last row in the table gives the number of preadditions. The last row gives the total arithmetic count.

Remark 3.3: In [7] another algorithm is given for the \(8 \times 8\)-point DCT which uses 96 multiplications and 484
additions. The definition of the DCT there does not have the DC component normalized so that the operator there is not orthogonal; with that modification, the algorithm there is easily modified to one with 94 multiplications, and is similar in spirit to our algorithm. We do require a bit fewer additions.

IV. THE SCALING DCT

In most applications, the DCT is followed by scaling and quantization. The most popular application is image data compression, where image blocks (matrices of pixel values) \( (p_{i,j}) \) are subjected to a DCT yielding \( (\hat{p}_{i,j}) \), then scaled by predetermined constants \( s_{i,j} \) yielding \( \hat{p}_{i,j}/s_{i,j} \) which are then either rounded or truncated to the nearest integer and then entropy coded, usually with Huffman or some arithmetic coding scheme. Because of the scaling, we can instead of computing the DCT itself, compute rather a scaled DCT. Consider then the following factorization, which follows from (16), (29), and (30):

\[
C_8 = P_8 D_8 R_{8,1} M_8 R_{8,2}
\]  

(77)

where \( P_8 \) is as given in (17), \( D_8 \) is the \( 8 \times 8 \) diagonal matrix whose diagonal elements are, in sequence from top left to bottom right, \( 1/2 \) times \( 2\gamma(0), \gamma(4), \gamma(6), \gamma(2), \gamma(5), \gamma(1), \gamma(3), \gamma(7) \),

\[
R_{8,1} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & -1 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

(78)

and

\[
R_{8,2} = \hat{B}_1 \hat{B}_2 \hat{B}_3
\]  

(80)

with \( \hat{B}_2 \) and \( \hat{B}_3 \) as defined in (19) and

\[
\hat{B}_1 = \begin{bmatrix}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & -1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

(81)

Equation (77) suggests that we can compute the scaled DCT on 8 points by first computing the product by \( R_{8,1} M_8 R_{8,2} \) and then incorporating the factors \( P_8 D_8 \) into the scaling. This is because the \( P_8 \) is just a permutation, and \( D_8 \) is diagonal, so that its action is simply pointwise multiplication. Thus we can compute the scaled-DCT on 8 points with 5 multiplications and 28 additions [2].

Similarly, because of the identity

\[
(P_8 D_8 R_{8,1} M_8 R_{8,2}) \otimes (P_8 D_8 R_{8,1} M_8 R_{8,2})
\]

we see that we can compute the 2-dimensional scaled DCT on 8 \( \times \) 8 points by first computing a product by

\[
(R_{8,1} M_8 R_{8,2}) \otimes (R_{8,1} M_8 R_{8,2})
\]

(83)

and then incorporating the product by

\[
(P_8 D_8) \otimes (P_8 D_8)
\]

(84)

into the scaling. This again is so because

\[
(P_8 D_8) \otimes (P_8 D_8) = (P_8 \otimes P_8)(D_8 \otimes D_8)
\]

(85)

is a product of a diagonal matrix followed by a signed-permutation matrix. The actual scaled-DCT computation can be done following the formula obtained by rewriting expression (83):

\[
(R_{8,1} \times R_{8,1})(M_8 \otimes M_8)(R_{8,2} \times R_{8,2}).
\]

(86)

The preadditions and postadditions (products by \( R_{8,1} \otimes R_{8,1} \) and \( R_{8,2} \otimes R_{8,2} \)) are done in row-column fashion.
with 128 and 288 additions, respectively. The core of the $8 \times 8$ scaled DCT is the computation of the product by $M_8 \otimes M_8$, which will not be done in row-column fashion. Rather, the first, second, third, and fifth columns of the $8 \times 8$ data matrix will each be multiplied by $M$. Each of these will involve 2 multiplications by $\gamma(4)$ plus the product by the $G_2$, which can be done with 3 multiplications and 3 additions. The fourth and sixth columns will be multiplied by $\gamma(4) M$. Each of these can be done with 4 multiplications by $\gamma(4)$, 2 multiplications by 2, plus the product the $\gamma(4)G_2$, which can be done with 3 multiplications and 3 additions. The seventh and eighth columns will be handled simultaneously to account for the product by $G_2 \otimes M$. A 16-dimensional column vector $\mathbf{v}$ is formed by interleaving the entries of these two columns. The first, second, third, and fifth pairs of entries are each multiplied by $G_2$, while the fourth and sixth pairs are multiplied by $\gamma(4) G_2$. Each of these takes 3 multiplications and 3 additions. Finally, the seventh and eighth pairs of entries are multiplied simultaneously by $G_2 \otimes G_2$, as discussed in the last paragraph of Section II, with 2 multiplications by $\gamma(4)$ and 10 additions. Altogether, the entire algorithm calls for 54 multiplications and 462 additions, plus 6 multiplications by $1/2$. Table II breaks down the arithmetic count for this computation. In the Appendix we give flowgraphs describing the algorithm.

### Table II

<table>
<thead>
<tr>
<th>No. Times</th>
<th>Operator</th>
<th>Mults</th>
<th>Adds</th>
<th>Shifts</th>
<th>Total Mults</th>
<th>Total Adds</th>
<th>Total Shifts</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>$G_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>$G_2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>$\sqrt{2} G_2$</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>24</td>
<td>24</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>$G_1 \otimes G_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>$G_2 \otimes G_2$</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Preadditions</td>
<td>288</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Postadditions</td>
<td>128</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td>54</td>
<td>462</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Alternately, we can use the identities

$$G'_4 = \frac{1}{2} H'_{4,2} \begin{pmatrix} 1 \\ G_1 \\ G'_1 \end{pmatrix} H'_{4,1} D_4^{-1}$$

and

$$G'_2 = \frac{1}{2} \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 \\ G_1 \end{pmatrix} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \gamma(6) \gamma(2)^{-1}$$

(90)

to obtain algorithms for the products by $G'_4$ and $G'_2$.

A second approach to computing the inverse DCT is via the more direct sequence of (16),

$$C_8^{-1} = B^{-1} K_8^{-1} P_8^{-1}$$

(91)

and

$$K_8^{-1} = 1 \oplus G_1^{-1} \oplus G_2^{-1} \oplus G_4^{-1}.$$  

(92)

Here too $G_2^{-1}$ and $G_4^{-1}$ are elements in the regular representation of polynomial quotient rings modulo $u^2 + 1$ and $u^4 + 1$, respectively, so computing their products efficiently is understood. And here too one can alternately invoke the identities

$$G_4^{-1} = 2 H'_{4,2} \begin{pmatrix} 1 \\ G_1^{-1} \\ G_4^{-1} \end{pmatrix} H'_{4,1} D_4$$

(93)

and

$$G_2^{-1} = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} 1 \\ G_1^{-1} \end{pmatrix} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \gamma(6) \gamma(2).$$

(94)

For the 2-dimensional case,

$$(C_8 \otimes C_8)^{-1} = (B' \otimes B') (K'_8 \otimes K'_8) (P'_8 \otimes P'_8).$$

(95)

The algorithmic implications of the above formula are straightforward; we will only comment on the core of the computation, the product by $(K'_8 \otimes K'_8)$. This involves
computing products by of vectors by matrices of the form
\[(G_i' \otimes G_j') = (G_i \otimes G_j)'\]  
(96)
so we can use the identities obtained from (68)–(70)
\[(G_2' \otimes G_2') = \tilde{\rho} (V_2(\frac{1}{2} D_{2,2})(2\tilde{\rho} (V_2)^*)\)  
(97)
\[(G_2 \otimes G_2) = \tilde{\rho} (V_2(\frac{1}{2} D_{2,2})(2\tilde{\rho} (V_2)^*)\)  
(98)
\[(G_2 \otimes G_2) = \tilde{\rho} (V_2(\frac{1}{2} D_{2,2})(4\tilde{\rho} (V_2)^*)\)  
(99)
where * denotes the inverse transpose. Alternately, we can use the identity
\[C_8^{-1} \otimes C_8^{-1} = (B^{-1} \otimes B^{-1})(K_8^{-1} \otimes K_8^{-1})(P_8^{-1} \otimes P_8^{-1})\]
(100)
and again use (68)–(70) to obtain simplifications for the expressions for \((G_i^{-1} \otimes G_i^{-1})\).

Similar algorithmic designs can be made for the scaled DCT. For example, from (77) we obtain
\[C_8^{-1} = R_{k_2} M_{k_1} R_{k_1} D_{k} P_{k}^{-1}\]
(101)
from which we get the factorization
\[(C_8 \otimes C_8)^{-1} = ((R_{k_2} M_{k_1} R_{k_1} \otimes (R_{k_2} M_{k_1} R_{k_1}))\)  
\[\cdot ((D_{k} P_{k}) \otimes (D_{k} P_{k})))\]  
(102)
The factor \((D_{k} P_{k}) \otimes (D_{k} P_{k})\) can be incorporated into the scaling. The first factor on the right-hand side of (102) is equal to
\[(R_{k_2} \otimes R_{k_2})(M_{k_1} \otimes M_{k_1})(R_{k_1} \otimes R_{k_1})\]
(103)
and an algorithm based on this factorization can be designed as was done in Section II. An explicit algorithm using this idea is presented in detail in [9].

Alternately, we can use the factorization
\[C_8^{-1} = R_{k_2}^{-1} M_{k_1}^{-1} R_{k_1}^{-1} D_{k}^{-1} P_{k}^{-1}\]
(104)
and obtain other algorithms. The details are omitted. We just mention that some massaging may be useful to move some scalar factors from the inverse \(R_{k_2}^{-1}\) into the core of the algorithm.

The two constructions will induce different quantization matrices, and dynamic range considerations may make one more attractive than the other. The former has a slightly faster parallel implementation (its tree has depth one less than that of the latter). These two issues are discussed in greater detail in [9].

VI. VARIATIONS ON A THEME
The factorization of \(G_2\) given in (30) is only one of four similar factorizations. The others are
\[G_2 = \frac{1}{2} \begin{pmatrix} \gamma(2) & \gamma(6) \\ \gamma(6) & \gamma(2) - \gamma(6) \end{pmatrix}^{-1} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 2\gamma(4) & 0 \end{pmatrix}\]
(106)
and
\[G_2 = \frac{1}{2} \begin{pmatrix} \gamma(2) & \gamma(6) \\ \gamma(2) - \gamma(6) \end{pmatrix}^{-1} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 2\gamma(4) & 1 \end{pmatrix}\]
(107)
Each of the four factorizations will lead to a different factorization of the form in (77), which in turn, would lead to a different (but very similar) algorithm using different scalings. Likewise, we can factor \(G_4\) in ways similar but different from (29):
\[G_4 = \frac{1}{2} D_{k_2}^{-1} H_{k_3} \begin{pmatrix} 1 & \gamma(4) \\ \gamma(4) & H_{k_2} \end{pmatrix}\]
(108)
where
\[D_{k_2} = \begin{pmatrix} \gamma(3) & \gamma(7) \\ \gamma(5) & \gamma(1) \end{pmatrix}\]
\[H_{k_3} = \begin{pmatrix} 1 & 1 & 0 & -1 \\ -1 & 1 & 1 & 0 \\ 1 & 1 & 0 & 1 \\ -1 & 1 & 1 & 0 \end{pmatrix}\]
\[H_{k_4} = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 1 \\ 1 & 0 & 0 & 1 \\ 0 & -1 & -1 & 0 \end{pmatrix}\]
(109)
where

\[
D_{4,3} = \begin{pmatrix}
\gamma(3) + \gamma(5) \\
\gamma(7) + \gamma(1) \\
\gamma(5) - \gamma(3) \\
\gamma(1) - \gamma(7)
\end{pmatrix}
\]

\[
H_{4,5} = \begin{pmatrix}
1 & 1 & 1 & 1 \\
-1 & 1 & 0 & 1 \\
1 & 1 & -1 & 0 \\
-1 & 1 & 0 & -1
\end{pmatrix}
\]

\[
H_{4,6} = \begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & -1 & 0 & 0 \\
0 & 0 & 1 & 1
\end{pmatrix}
\]

and

\[
G_4 = \frac{1}{2} D_{4,4}^{-1} H_{4,7} \begin{pmatrix}
1 \\
\gamma(4) \\
\gamma(2) - \gamma(6) & \gamma(2) + \gamma(6) \\
-\gamma(2) - \gamma(6) & \gamma(2) - \gamma(6)
\end{pmatrix} H_{4,8}
\]

where

\[
D_{4,4} = \begin{pmatrix}
\gamma(3) - \gamma(5) \\
\gamma(7) - \gamma(1) \\
\gamma(5) + \gamma(3) \\
\gamma(1) + \gamma(7)
\end{pmatrix}
\]

\[
H_{4,7} = \begin{pmatrix}
-1 & 1 & 0 & -1 \\
1 & 1 & 1 & 0 \\
-1 & 1 & 0 & 1 \\
1 & 1 & -1 & 0
\end{pmatrix}
\]

\[
H_{4,8} = \begin{pmatrix}
1 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 \\
1 & -1 & 0 & 0 \\
0 & 0 & 1 & -1
\end{pmatrix}
\]

These can all be verified by direct computation. Each of these will lead to a new, yet similar, algorithm. The following identities will enable one to reduce the number of arithmetic operations in constructing these algorithms. Let

\[
\hat{G}_2 = \begin{pmatrix}
\gamma(2) - \gamma(6) & \gamma(2) + \gamma(6) \\
-\gamma(2) - \gamma(6) & \gamma(2) - \gamma(6)
\end{pmatrix}
\]

\[
\tilde{\tilde{\rho}}_{2}(V_2) (G_2 \otimes \hat{G}_2) \tilde{\tilde{\rho}}_{2}(V_2)^{-1} = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
-1 & -1 & 0 & 0 \\
0 & 0 & \sqrt{2} & 0 \\
0 & 0 & 0 & \sqrt{2}
\end{pmatrix}
\]

Then
and

\[
\hat{\rho}_2(V_2)(\hat{G}_2 \otimes \hat{G}_2)\hat{\rho}_2(V_2)^{-1} = \begin{pmatrix}
-\sqrt{2} & \sqrt{2} & 0 & 0 \\
-\sqrt{2} & -\sqrt{2} & 0 & 0 \\
0 & 0 & 2 & 0 \\
0 & 0 & 0 & 2
\end{pmatrix}.
\]

(113)

As an application of these different factorizations, one may design a two-dimensional scaled DCT algorithm on \(8 \times 8\) points using the factorization of (77) as one factor in the tensor product, and a second factorization in which the "core" is of the form

\[
\hat{M}_8 = \begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & & & \end{pmatrix}.
\]

(114)

The multiplications in the algorithm obtained via this factorization arise from the tensor product \(M_8 \otimes \hat{M}_8\). When the details are worked out, the reader can verify that the algorithm calls for 54 multiplications and 462 additions plus 2 multiplications by 2 (the algorithm of section 4 used the same number of multiplications and additions plus 6 multiplications by 1/2).

The various forms of factorizations yield different scaling factors which, in practice, can be incorporated into the scaling and quantization steps in such applications as image data compression. Depending on the quantization matrix for the particular application, some factorization might be more appealing than another as far as the dynamic range of the induced quantization matrix is concerned. See, for example, [9].

VII. THE GENERAL THEORY

Much of the material here is taken from [10], where the multiplicative complexity of the DCT on arbitrary inputs of sizes which are powers of 2 has been determined. Computing the one-dimensional DCT of size \(N\) involves multiplying an arbitrary \(N\)-dimensional real vector by the \(N \times N\) matrix \(C_N\) whose \((j, k)\)th entry is

\[
\Gamma_N(j(2k + 1)) \overset{\text{def}}{=} c(j) \cos \frac{2\pi j (2k + 1)}{4N}
\]

where \(c(0) = 1/\sqrt{N}\) and \(c(j) = \sqrt{2/N}\) for \(1 \leq j \leq N - 1\). Computing the multidimensional DCT on an input array of size \(N_1 \times N_2 \times \cdots \times N_L\) involves multiplying an arbitrary real vector of dimension \(N_1 N_2 \cdots N_L\) by the matrix \(C_{N_1} \otimes C_{N_2} \otimes \cdots \otimes C_{N_L}\), where the symbol \(\otimes\) denotes the tensor (Kronecker) product. The unnormalized DCT is a scaled version of the DCT, with a defining matrix \(K_N\), is similar to the one above except that the scaling factors \(c(j)\) are omitted. For notational convenience, we will use the unnormalized DCT in this section. Translating the results given here to the normalized (orthogonal) DCT is straightforward.

We have the well-known trigonometric identity

\[
2\Gamma_N(a)\Gamma_N(b) = \Gamma_N(a + b) + \Gamma_N(a - b).
\]

(115)

Taking \(a = \imath k\) and \(b = \imath j\) in the above equation and rearranging terms, we obtain

\[
\Gamma_N(j(k + 1)) = 2\Gamma_N(jk)\Gamma_N(j) - \Gamma_N(j(k - 1)).
\]

(116)

This equation shows that all \(\Gamma_N(jk)\) can be defined recursively as polynomials in \(\Gamma_N(j)\). The following result, due to Lehmer [15], is proved in [10]. We will use the notation \((j, m) = 1\) to denote that \(j\) and \(m\) are relatively prime.

**Theorem 7.1:** For \((j, 4N) = 1\), the degree of \(Q(\Gamma_N(j))\), as an extension of the rationals \(Q\), is \(\phi(4N)/2\), where \(\phi(K)\) is the Euler function which counts the number of integers between 1 and \(K - 1\) which are relatively prime to \(K\).

**Corollary 7.1:** For \((j, 4N) = 1\), the elements \(\{\Gamma_N(0), \Gamma_N(j), \cdots, \Gamma_N(\phi(4N)/2 - 1)\}\) form a basis for \(Q(\Gamma_N(1))\) as a vector space over \(Q\).

For the special case when \(N = 2^k\), an integer power of 2, \(\phi(4N) = 2N\), and so the degree of the extension of \(Q(\Gamma_N(1))\) over \(Q\) is \(N\), and the following holds:

**Corollary 7.2:** For \(N = 2^k\), the \(N\) elements

\[
1 \cup \{\Gamma_N(2^{k-1}(2j + 1)): 1 \leq k \leq n, 0 \leq j < 2^{k-1}\}
\]

(117)

form a basis for \(Q(\Gamma_N(1))\) as a vector space over \(Q\).

Consider the ring \(\mathbb{Z}_{4N}\) of integers between 0 and \(4N - 1\) with operations addition and multiplication modulo 4N. The odd integers in \(\mathbb{Z}_{4N}\) form a multiplicative group \(\mathbb{U}_{4N}\) called the group of units of \(\mathbb{Z}_{4N}\). It is well known that \(\mathbb{U}_{4N} = \mathbb{Z}_{2N} \oplus \mathbb{Z}_2\). Let \(g \in \mathbb{U}_{4N}\) be a generator for the summand which is isomorphic to \(\mathbb{Z}_2\). Then \((g^{N/2})^2 = 1\), so that \(g^{N/2} = 2N + 1 \in \mathbb{U}_{4N}\). Hence

\[
\Gamma_N(g^{N/2} + g) = \Gamma_N(g^{N/2}g) = \Gamma_N(2Ng + g^a) = -\Gamma_N(g^a).
\]

(118)

The last equality follows because \(g^a\) is odd. Since, up to sign, there are only \(N/2\) distinct values \(\Gamma_N(j)\) with \(j\) odd, the above equation states that the elements \(\Gamma_N(g^j), j = 0, 1, \cdots, (N/2) - 1\), are all distinct in absolute value. This argument can be extended to show the following:

**Theorem 7.2:** For \(N = 2^k\), the \(N\) elements

\[
1 \cup \{\Gamma_N(2^{k-1}(g^j)): 1 \leq k \leq n, 0 \leq j < 2^{k-1}\}
\]

(119)

form a basis for \(Q(\Gamma_N(1))\) as a vector space over \(Q\).

The basis just given is, except for signs, identical to the basis given in Corollary 7.2. Hence, if we form the
$N/2$-dimensional column vectors
\[ V_{N,1} = (\Gamma_N(1) \quad \Gamma_N(3) \quad \cdots \quad \Gamma_N(N - 1)) \]  
and
\[ V_{N,2} = (\Gamma_N(g^0) \quad \Gamma_N(g^1) \quad \Gamma_N(g^{(N/2)-1})). \]

then there exists a signed permutation matrix $P_N$ (each of whose rows and columns have entries which are all 0 except in one position, where it is either 1 or -1) such that
\[ V_{N,2} = P_N V_{N,1}. \]  
(122)

We will use the direct-sum notation and write
\[ L_N = 1 \oplus L_1 \oplus L_2 \oplus \cdots \oplus L_{N-1}. \]  
(125)

Arguing inductively as above, we obtain [10],

Lemma 7.2: For $N = 2^n$, there exists a signed permutation matrix $\mathcal{P}_N$ and a rational matrix $\mathcal{R}_N$ such that
\[ \mathcal{P}_N \hat{e}_N = L_N. \]  
(126)

For $N = 2^n$, using (118) and denoting by $P_{N/2,3}$ the permutation matrix given in (122) acting on the vector
\[ (\Gamma_N(g^0) \quad \Gamma_N(g^1) \quad \cdots \quad \Gamma_N(g^{(N/2)-1})), \]  
(127)

we have
\[ \Gamma_N(g^1) \cdots \Gamma_N(g^{(N/2)-1}) \]
\[ \Gamma_N(g^2) \cdots -\Gamma_N(g^0) \]
\[ \Gamma_N(g^3) \cdots -\Gamma_N(g^1) \]
\[ \vdots \]
\[ \Gamma_N(g^{(N/2)-1}) -\Gamma_N(g^0) \cdots -\Gamma_N(g^{(N/2)-2}) \]

Let $P_{N,4}$ be the permutation matrix acting on $N$-dimensional vectors by reversing the order of their entries. Let $C_N$ be the companion matrix to the polynomial $u^n + 1$:
\[ C_N = \begin{pmatrix} 0 & 0 & \cdots & 0 & -1 \\ 1 & 0 & \cdots & 0 & 0 \\ 0 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 & 0 \end{pmatrix}. \]  
(128)

Then
\[ P_{N/2,3} L_N P_{N/2,3}^{-1} P_{N/2,4} = \sum_{j=0}^{(N/2)-1} \Gamma_N(g^j) C_N^j. \]  
(129)

Define
\[ G_{2^j} = \sum_{j=0}^{2^j-1} \Gamma_N(2^j - 2(j + 1)) C_N^j, \]
and
\[ G_N = 1 \oplus G_1 \oplus G_2 \oplus G_4 \oplus \cdots \oplus G_{2^{n-1}}. \]  
(130)

By the above discussion and Lemma 7.2, we have the following result [10] which generalizes the factorization of (16).

Theorem 7.3: For $N = 2^n$, there exists a signed permutation matrix $\mathcal{P}_N$ and a rational matrix $\mathcal{R}_N$ such that
\[ \hat{e}_N = \mathcal{P}_N \hat{e}_N \mathcal{R}_N. \]  
(131)

From (115) we obtain
\[ 2\Gamma_{N/2}(2m + 1) \Gamma_{N/2}(2m + 1)(2n + 1) \]
\[ = \Gamma_{N/2}(2m + 1)(2n) + \Gamma_{N/2}(2m + 1)(2n + 1) \]
\[ = \Gamma_N(n + 1) + \Gamma_{N/2}(n + 1)(2m + 1). \]  
(132)
Define the $N \times N$ diagonal matrix
\[
D_N = 2 \begin{pmatrix}
\Gamma_{2N}(1) & \Gamma_{2N}(3) & \cdots & \Gamma_{2N}(2N-1)
\end{pmatrix}
\]
and the $N \times N$ matrix
\[
Y_N = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
1 & 1 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 \\
0 & 0 & \cdots & 1
\end{pmatrix}
\]
Recalling the definition of $L_N$ from Lemma 7.2, we have by (132)
\[
D_N L_N = k_N Y_N.
\tag{133}
\]
Define
\[
\mathcal{K}_n = 1 \oplus \bar{k}_1 \oplus \bar{k}_2 \oplus \bar{k}_3 \oplus \cdots \oplus \bar{k}_{2N-1}
\tag{134}
\]
\[
\mathcal{Y}_n = 1 \oplus 1 \oplus Y_2 \oplus Y_4 \oplus \cdots \oplus Y_{2N-1}
\tag{135}
\]
and
\[
\mathcal{D}_n = 1 \oplus D_1 \oplus D_2 \oplus D_4 \oplus \cdots \oplus D_{2N-1}.
\tag{136}
\]
Then from (133) we have
\[
\mathcal{D}_n \mathcal{L}_n = \mathcal{K}_n \mathcal{Y}_n
\tag{137}
\]
which together with Lemma 7.2 yields [10] the generalization of (29), (30), and (77).

**Theorem 7.4:** For $N = 2^p$,
\[
\hat{k}_n = \varnothing^{-1}_n \mathcal{D}_n^{-1} \mathcal{K}_n \mathcal{Y}_n \mathcal{L}_n^{-1}
\tag{138}
\]
where $\varnothing_n$ and $\mathcal{L}_n$ are given as in Lemma 7.2.

The multidimensional case involves the tensor product of the various contributing one-dimensional cases. We will restrict our discussion here to the two-dimensional case; the general case follows readily. Computation for the $M \times N$ unnormalized DCT involves the product of the matrix $\hat{k}_M \otimes \hat{k}_N$ with an $MN$-point vector. Analogous to (31) and (32), we have
\[
\hat{k}_M \otimes \hat{k}_N = (P_1 \otimes P_2)(G_m \otimes G_N)(R_m \otimes R_N)
\tag{139}
\]
and
\[
G_m \otimes G_N = \oplus G_j \otimes G_N.
\tag{140}
\]
The product by $(R_m \otimes R_N)$ can be done in row-column fashion, and $(P_m \otimes P_N)$ is a signed-permutation matrix.

Efficient algorithms can be constructed by exploiting the algebraic structure of the tensor products $(G_m \otimes G_N)$.

For every integer $M$ define $w_M = e^{2\pi i/M}$, and denote by $V_M$ the Vandermonde matrices
\[
V_M = \begin{pmatrix}
w_M & w_M^2 & \cdots & w_M^{M-1} \\
w_M^2 & w_M^3 & \cdots & w_M^{2(M-1)} \\
\vdots & \vdots & \ddots & \vdots \\
w_M^{M-1} & w_M^{2(M-1)} & \cdots & w_M^{(M-1)(M-1)}
\end{pmatrix}
\tag{141}
\]
Recalling $C_M$ as the companion matrix to $u^M + 1$, we have that $V_M C_M V_M^{-1}$ is diagonal, with the $(j,j)$th entry being $\sum_{k=0}^{M-1} w_M^{(j+j+k)M}$. For $M = 2^r$, we have from (129) that $V_M G_M V_M^{-1}$ is also diagonal.

Without loss of generality, we assume $M \leq N$. Using the blow-up construction [3] we define
\[
\bar{V}_{M,N} = \begin{pmatrix}
I_N & C_N & C_N^3 & \cdots & C_N^{M-1} \\
I_N & C_N^3 & C_N^6 & \cdots & C_N^{3(M-1)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
I_N & C_N^{2(M-1)} & C_N^{2(M-1)} & \cdots & C_N^{(M-1)(M-1)}
\end{pmatrix}
\tag{142}
\]
where $I_N$ is the $N \times N$ identity matrix. Then
\[
D_{M,N} \overset{def}{=} \bar{V}_{M,N} (G_M \otimes G_N) \bar{V}_{M,N}^{-1}
\tag{143}
\]
where the $G_{j,N}$ are all polynomials in $C_N$ with coefficients in the field $\mathbb{Q}(\Gamma_N(1))$. Furthermore, many of the $G_{j,N}$ are sparse and some have entries which are rationally related. We have observed this for special cases in (62) through (66). We have not yet worked out the general theory that predicts these algebraic simplifications, but we can predict them using the results of [4]. In all the examples we have worked out, the final direct sum systems we obtain are identical to those is [4], even though the constructions are totally different. Tying the two together is still an open issue.

For the special cases $M = 2^m$ and $N = 2^p$ with $M \leq N$ we expect to essentially reduce the computation to $M$ distinct one-dimensional DCT's on $N$ points. By essentially we mean that there is an overhead involving additions only. For the general multidimensional case on $M_1 = 2^{m_1}$ points along each dimension, with $M_1 \leq M_2 \leq \cdots \leq M_L$, we reduce the task to essentially a direct sum system of $M_1 M_2 \cdots M_{L-1}$ one-dimensional DCT's on $M_L$ points.
VIII. CONCLUSION

We have presented efficient practical algorithms for various two-dimensional DCT based computations on 8 × 8 points. These include forward and inverse DCT’s and scaled-DCT’s. The algorithms are highly pipelined and parallelizable. In our own compression/decompression routines at IBM, we have chosen the scaled DCT versions on 8 × 8 points. These use 54 multiplications and 462 additions each, and also have the added property that no computation path uses more than one multiplication. Thus we are able to do all our computations with 16-b fixed-point arithmetic and still obtain sufficient accuracy (our input is 8-b maximum).

Our algorithms were based on various algebraic properties of the DCT matrix and theorems regarding the structure of tensor products of matrices which can be viewed as elements in the regular representation of certain fields defined by polynomial multiplication modulo irreducible polynomials. Finally, we have shown that our constructions may be extended to yield algorithms for DCT’s and scaled-DCT’s of arbitrary dimensions on input sizes which are powers of 2.

APPENDIX

We give here flowcharts for implementing the scaled-DCT discussed in Section IV. Fig. 1 gives the overall picture. The data are entries from an 8 × 8 matrix. Each row is passed through an addition stage R1 which is described explicitly in Fig. 2. Arrows indicate subtractions. The outputs are then permuted (transposed) in P, and next the columns are passed through R1 first three stages of the circuit perform the “preadditions” and as can be seen, these are done in “row-column” fashion.

Next, the various resulting vectors are passed through the multipliers M1, M2, and M3. These circuits are detailed in Figs. 3, 4, and 5, respectively. The bottoms of Figs. 3 and 4 are circuits for complex multiplication (in this case, in fact, rotators for computing the products by \(G_2\) and \((\sqrt{2}/2)G_2\), respectively. The constants in the multipliers are \(a_0 = \sqrt{2}/2, a_1 = \gamma(6) - \gamma(2), a_2 = -\gamma(2), a_3 = \gamma(6) + \gamma(2), b_1 = \sqrt{2} a_1/2, b_2 = \sqrt{2} a_2/2, b_3 = \sqrt{2} a_3/2\). Fig. 5 for multiplier M3 highlights the simultaneous processing of two columns by first interleaving them, passing four pairs of values through the rotator Q1 which multiplies by \(G_2\), two pairs through the rotator Q2 which multiplies by \((\sqrt{2}/2)G_2\), and the remaining four...
values are passed through a circuit $Q_3$ which is given in Fig. 6. The constant in Fig. 6 is $c_0 = \sqrt{2}/4$.

The output of the multiplier stage are then processed with "postadditions" which are also done in row-column fashion. This is represented in Fig. 1 by the two columns of circuits $R_2$ with the permutation $Q'$ separating them. The circuit for $R_2$ is given in Fig. 7. The final stage in Fig. 1 is the quantization step $Q$. 

Fig. 3. Circuit for $R_1$ of multiplication stage.

Fig. 5. Circuit for $R_3$ of multiplication stage.

Fig. 4. Circuit for $R_2$ of multiplication stage.

Fig. 6. Circuit for $Q_3$ of multiplication stage.

Fig. 7. Circuit element $R_2$ for postadditions stage.
REFERENCES


